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At this point the filter design is completed. In fact, adding three
more cavities to the filter with the same dimensions of the first three ' _ _ _
(the filter is symmetric), the result shown in Fig. 2 are obtained, whereAbstract—n this paper a new approach to the design of passive coaxial

one can clearly see that the simulated performance of the wavegd?ﬂ?po”ems' based on finite-difference time-domain (FDTD) electromag-
ic (EM) analysis in an optimization loop is presented. A specialized

filter is essentially identical to the performance of an ideal six-po&?axim EM solver has been modified for combined use with three
Chebyshev filter. A more complex nine-pole nonuniform filter wasptimization methods. Algorithms proved to be accurate and effective
also designed and manufactured. The dimensions obtained are shpw#ucing significantly improved circuits designs in a reasonable comput-
in Fig. 3, while the measured electrical performance is shown in Fi§9 time. Practical examples illustrate advantages of the present approach.
4. As one can see, a very good performance is obtained even though

some deviation from the ideal Chebyshev return loss can be observed I. INTRODUCTION

because of manufacturing tolerances. Electromagnetic (EM) analysis has become a well-established

tool of microwave engineering enabling very accurate modeling of
physical reality inside the designed devices. However, this method is
V1. CONCLUSION time and memory consuming. The optimization algorithms usually
In this paper, the authors describe a simple filter design procedugguire hundreds or even thousands of calculations of so-called
which is based on the integration of a fast EM solver and twebjective function (circuit analysis), while converging to the optimal
optimization routines. One optimization routine is based on the we#iolution (corresponding to the circuit fulfilling given specifications).
known FP algorithm, the other is based on a simple and robuherefore, the design process has usually been based on simplified
algorithm, called the SP algorithm, which is used to get close toodels with EM analysis used only for final verification of the
the desired target value when the starting point is consideratslgsign before the hardware prototype is produced. With the devel-
distant. In addition, the authors propose a choice of the structuggiment of fast computers the analysis time in some practical two-
parameters to be optimized which facilitates the optimization procesiénensional (2-D) cases has been reduced to minutes or even seconds.
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Fig. 1. Experimental verification of an EM simulator for the low-pass filter.
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Fig. 2. (a) Coaxial 7-3.5-mm transition. (b) Comparison of optimization )
algorithms. -
0.6 A
It has become attractive to use available finite-difference time- o4 e I
domain (FDTD) simulators, including those for coaxial applications, O |
[1], [2] as a modeling tool providing scattering parameters for Tl ——
calculating objective function. However, such an approach poses on \ ) | |
6 8 10 12 f[GHz]

the EM analysis a number of requirements including continuity of
the variables and the objective function. Such requirements are in
conflict with the discrete nature of the methods used in most EMg_ 4. (a) Shape of six-section nonsynchronous transformer and (b) opti-
solvers. mized frequency characteristics of the six-section transformer in a 5-13 GHz
Very recently, this area of research started to gain ground in thend.
scientific literature. In [3] and [4], the authors give an example of
optimization of a bandpass filter, which uses a TLM parameterizedThe specialized literature available up to now does not clearly
simulator and stochastic programming optimization package [4nswer an important question: should special optimization methods
However, even with the computing time corresponding to tens bé developed to be used with available EM solvers or should these
hours (three-dimensional (3-D) EM solvers) it seems to be difficidblvers be modified to adapt them to application with classical
to obtain accuracy which is fully satisfactory for the industriabptimization methods which have proved to be effective in circuit
application. A significant progress has been achieved using the spabeory problems. The latter approach has been used in [8]. This
mapping technique and parallel computing [5], [6], reducing run timgaper continues along this line by investigating the application of
to hours for some practical circuits. three classical optimization methods of automatic design to coaxial
Some of the literature has addressed the critical issue of pargmassive components like connectors, impedance transformers, and
eterization of the circuit layout [7], [8]. However, advances withirilters. Consecutive simulations by the FDTD method are performed
this area are relatively slow and the applicability of these methodsiisa loop in which the component’s parameters are modified using one
limited to the structures which can be decomposed into simple basicthree classical algorithms of nonlinear programming: nongradient,
elements like triangles and rectangles. conjugate gradient, and variable metrics [9], [10].

(b)
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Fig. 5. (a) Commercial connector N to LCM20. (b) Optimized connector N to LCM20. (c) Comparison of frequency characteriSiic[aB] versus
frequency [GHz] of commercial and optimal N to LCM20 connector.

Il. THE METHOD OF ELECTROMAGNETIC SIMULATION TABLE |

USED FORANALYSIS OF THE COAXIAL DEVICE COMPARISON BETWEEN INITIAL AND OPTIMIZED
L DIMENSIONS FOR THE SIX-SECTION TRANSFORMER
To be able to perform the optimization well, one needs a method

of EM simulation which fulfills the following requirements: Dimension| || Lo I I ly s Is
* must be sufﬁmently_accurgte gnd reasonably fast; _ . Samm | o0& °¥] I ¥ EFE s T

« must allow automatic application based on parametrized circuit
description. Optimal 0.14 0.65 4.36 1.98 2.09 3.70 0.1

* must give sufficiently smooth objective function versus defined
variables for a particular method of optimization.

The method applied here is a 2-D FDTD method based on tfliscontinuity of the goal function is nearly two orders of magnitude
assumption of axial symmetry. The version of this method for coaxil@Wer than the one which would appear when using the simple
devices has been first reported in [1], [2] and since then it h3&Ircase approximation.
been extremely well verified in practice and applied in industry. For m

the present application a new version has been developed aIIowing1_h lied optimizati ) ¢ minimizing th |
automatic mesh generation from a file describing its dimensions.' ¢ @PP!€ optimization process consists of minimizing the goa

Some of these dimensions are treated as variables and are b&ffigion as bellngtr? norm (1¢re]scr|b|ng”r¢(ejfllect|ct)r?s In g specmeddfre
changed during the optimization process, taking into account tfeeney range. in this case, the so-calle @ﬂs_orm[ ]was_ use

. . with quadratic penalty function for handling variable constraints [10].
technological constraints. L - h

. . . To minimize the above goal function three methods of nonlinear

The accuracy of the new version has been verified on a varlety . .

ogramming were used, each one representative of a class of

of different examples of filters, connectors, and discontinuities. Pnethods. The first method is the nongradient Powell method [10].

all cases when sufficiently fine discretization was applied, the o he two other methods are the conjugate-gradient method (CJG)

tained results of simulation agreed with the measurements Wit% and the Davidon-Fletcher—Powell (DFP) method [10]. These
the boyndarles of the measu.rem_ent error—o 9“0‘9 an example ft nigues are regarded as very efficient in their classes. However,
open literature [11]—a coaxial line low-pass filter composed of J\Eith nonsmooth and noisy objective function they may behave
low- and high-impedance sections with tapered input and outpliterently. To speed up convergence, reduce the influence of a poor
A comparison Qf m_easured _and simulated frequency charactensg(fg_rting point, and emulate a minimax objective (in order to obtain
are presented in Fig. 1. This example has been chosen becausg, ibqual ripple frequency characteristics) a two-stage optimization is
is a complicated resonant structure in which even small simulatiQgqucted. At the beginning, the FDTD cell size is relatively large
errors would considerably change the obtained result. Even unggly 5 quadratic norm as objective is used. The first stage is used to
these circumstances the result is fully satisfactory and proves thgl a “coarse” solution. Then the circuit is optimized with a finer
one can be confident that the applied method of EM analysis reflegigsh and leastth objective p = 4 or 8 ). Gradients used in the
exceptionally well the physical reality. gradient algorithms are estimated by finite differences.

The FDTD grid used for the above example wasx1 7181 cells.  As an example of two-stage optimization a design of 7-3.5 mm
Such a high accuracy with a relatively coarse FDTD grid was obtaing@nsition shown in Fig. 2(a) is presented. The variables to be
by application of conformal FDTD using modified boundary cellgptimized are section lengthis, 11, I, and diametersiy, d;.
with parameters obtained by local integral applications [12]. ThEhe chart presented in Fig. 2(b) shows the behavior of the above-
modified cells also permit obtainment of the quasi-continuous goalkentioned optimization algorithms. In each case, the optimization
function when dimensions are changed. If a change of dimensiagtarts with stage 1 (left scale). When stage 1 is terminated stage 2
forces the addition of a new cell (or row of cells) the resultingtarts (of which the norm should be read using the right scale). In the

. THE OPTIMIZATION PROCESS
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considered case, all three algorithms perform well. The goal for theen applied in industrial design with very positive feedback from
norm of the objective function (which is comparable to the maximumngineers.

reflection coefficient in the considered band) to fall below 0.003 is
obtained after approximately 2 h of calculations. The program was run
on a PC 486DX/66 MHz with 8 Mbytes of random access memor)tl]
(RAM).

Presented here is another example to show the different perfor-
mance of the investigated methods with different starting pointsl2]
Optimization of a dielectric support in the 7-mm coaxial line is
considered. The structure is presented in Fig. 3(a). In case (I)?]
optimization with a bad (far from optimum) starting point, both
gradient methods (DFP and CJG) fail [as seen in Fig. 3(b).] while
the Powell method, after 10 min, produces a result sufficiently goo&‘]
to start the second (precise) stage of optimization. It should be noted
that using the first stage results of the Powell method as the starting
point of the second stage produces good convergence of any of the
three methods. Comparison of the performance of the three above-

mentioned methods in application to the considered problems can
summarized in the following way. 7]

« The Powell method was found to be slightly less efficient than
gradient methods but more reliable when starting from a dista
point. It was also found more robust when strong constraint
imposed on circuit dimensions are considered. It was found to be
the most universal and practically useful of the three consideref®]
methods.

* Both considered gradient methods were found less useful.[ﬂo]
is also worth noting that out of the two gradient methods
considered, the DFP method performs slightly better. [11]

]

IV. MORE EXAMPLES OF APPLICATION

An example of a transformer presented originally in [13] is consic}-lz]
ered here. This type of transformer provides very good performance
and small size. However, at very high frequencies the fringing field43]
at the junctions of the consecutive sections may have a very important
effect on the characteristics of the device. This effects would be very
difficult to estimate and correct in the classical model. In the example
presented in Fig. 4, a six-section nonsynchronous transformer is taken
for a 5-13 GHz frequency band to match 20line (left) to 80¢2
line (right), composed of the sections of 80 and(2@nes of lengths
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Io—1,.. In this case, the noncompensated application of the design afterAutomated Optimization of a Waveguide-Microstrip

[13] produces quite a poor result due to the presence of the fringing
fields. This design has been used as the starting point of the authors’
optimization. The final result presented as a continuous line in Fig.

4(b) is much better and very close to the expectations. Table | presents
the lengthsl,—{; before and after optimization.

Transition Using an EM Optimization Driver

Min Zhang and Thomas Weiland

Abstract—An electromagnetic (EM) optimization driver is introduced

Another example is a commercial N to LCM connector. Thé’h":h makes optimization of electromagnetic components fully automatic.

authors have taken the original dimensions [Fig. 5(a)] and run t{&he

driver is composed of an EM simulator and an optimizer. As a
t example, an optimum design of a waveguide—microstrip transition

optimization, with 14 variables, assuming the usable frequency bamgihg the driver is demonstrated. The numerical design is verified by the
up to 8 GHz. The calculation time was approximately 6.5 h on reasurement.

Pentium 100 MHz. The resulting dimensions are shown in Fig. 5(b)
and the improvement in the511| performance is shown in Fig. 5(c).

V. CONCLUSION

. INTRODUCTION

In recent years, the rapid development of numerical techniques

brings a lot of practical software packages available either in the

In this paper, the approach to the improved design of passive

coaxial devices based on EM analysis in an optimization loopManuscript received November 4, 1996; revised January 2, 1997.
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results with industrially acceptable accuracy on a fast PC with
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